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The wavelength dispersion of graphite(002)-monochromated X-ray beams has

been determined for a Cu, a Mo and an Rh tube. The observed values for ��=�
were 0.03, 0.14 and 0.16, respectively. The severe reduction in monochromaticity

as a function of wavelength is determined by the absorption coef®cient � of the

monochromator. �(monochromator) varies with �3. For an Si monochromator

with its much larger absorption coef®cient, ��=� values of 0.03 were found,

regardless of the X-ray tube. This value matches a beam divergence de®ned by

the size of the focus and of the crystal. This holds as long as the monochromator

acts as a mirror, i.e. �(monochromator) is large. In addition to monochroma-

ticity, homogeneity of the X-ray beam is also an important factor. For this aspect

the mosaicity of the monochromator is vital. In cases like Si, in which mosaicity

is practically absent, the re¯ected X-ray beam shows an intensity distribution

equal to the mass projection of the ®lament on the anode. Smearing by mosaicity

generates a homogeneous beam. This makes a graphite monochromator

attractive in spite of its poor performance as a monochromator for � < 1 AÊ . This

choice means that scan-angle-induced spectral truncation errors are here to stay.

These systematic intensity errors can be taken into account after measurement

by a software correction based on the real beam spectrum and the applied

measuring mode. A spectral modeling routine is proposed, which is applied on

the graphite-monochromated Mo K� beam. Both elements in that spectrum, i.e.

characteristic �1 and �2 emission lines and the Bremsstrahlung, were analyzed

using the 603018 re¯ection of Al2O3 (s = 1.2 AÊ ÿ1). The spectral information

obtained was used to calculate the truncation errors for intensities measured in

an !=2� scan mode. The results underline the correctness of previous work on

the structure of NiSO4�6H2O [Rousseau, Maes & Lenstra (2000). Acta Cryst.

A56, 300±307].

1. Introduction

Monochromatic radiation is used generally for diffraction

experiments. At our institute, X-rays are generated using

sealed X-ray tubes. The primary radiation is polychromatic

with characteristic emission lines superimposed upon the

white continuum. A pyrolytic graphite crystal (UCAR-ZYA)

with a mosaicity of 0.4 (1)� full width at half-maximum

(FWHM) in its rocking curve serves as monochromator. The

wavelength window �� typically present in the mono-

chromated X-ray beam is an important element in the

anatomy of a Bragg re¯ection. The re¯ection shape is deter-

mined by the mosaicity of the crystal, the size of the focal spot

and the wavelength dispersion. These three elements de®ne

the size of the re¯ections along !, � and 2�, respectively

(Keulen, 1969). These elements can be observed using the so-

called !=2� plot (Mathieson & Stevenson, 1996). The step

from the point detector to an area detector has been discussed

by Duisenberg (1998).

When we differentiate Bragg's law, 2d sin� = �, we ®nd

�� = (��=�)tan�. This relation links the re¯ection width ��
to the wavelength dispersion ��=�. This dispersion parallels

an !=2� scan direction. The ®nite value of ��=� is included in

the measuring strategy via the scan angle a, which is given by

a = [ao + (��=�)(360=2�) tan�]�. The scan width a ensures

that each individual intensity is properly integrated over the

complete spectrum present in the crystallographic X-ray

beam. A review on the interpretation of single-crystal

diffraction intensities has been presented by Blessing (1987).

While analyzing background intensities, upon which the

Bragg re¯ections are superimposed, Maes et al. (1998) have

reported a ��=� value of 0.14 for the combination Mo

K�=graphite(002) on a CAD4 diffractometer. Given this

��=� value, an intensity integration requires a scan width of

(ao + 8.0 tan�)�. This width becomes so large that individual

intensities cannot be observed along a reciprocal axis. Those

intensities can only be measured separately when the applied

scan angle underestimates the real ��=� value. This delib-
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erate choice introduces spectral truncation errors. Their

consequences have been analyzed by Rousseau et al. (2000).

Atomic temperature factors were shown to increase by �0.05

and 0.22 AÊ 2 for measurements with tube voltages of 50 and

25 kV, respectively. This structural bias is seldom recognized.

A spectral analysis was presented by Denne (1977). His

corrections were severely criticized by e.g. Eisenstein &

Hirshfeld (1983). [See also a follow-up by Mathieson (1989).]

The real errors are much larger than those described by

Denne (1977) because the spectral truncation error is not

determined by the K� emission lines but by the white con-

tinuum. This explains the impact of the tube voltage on the

magnitude of the intensity truncation. At 0.9 AÊ ÿ1, the

systematic intensity error is �10% at 50 kV and �30% at

25 kV. Similar values have been reported by Hirshfeld & Hope

(1980) and Destro & Marsh (1987, 1993).

In x2, we analyze the performance of a graphite mono-

chromator in combination with X-ray beams generated with

®ne-focus tubes with a Cu, an Mo and an Rh anode.

Measurements were made with a tube tension of 50 kV. X-ray

absorption, which varies roughly with �3, determines the

variation in the wavelength dispersion, ��=� = (�max ÿ
�min)=�ave. The impact on the beam spectrum by other

elements, such as additional collimation, monochromator

positioning and the selected energy window in the counting

chain, are investigated.

A high X-ray absorption by the monochromator leads to a

minimum ��=� value. Therefore we replace in x3 the graphite

monochromator by a silicon one. We ®nd values of 0.03 for the

wavelength dispersion. Unfortunately, Si monochromators are

practically non-mosaic. In the absence of the mosaicity-related

intensity smearing, we ®nd that the Si(111)-monochromated

X-ray beams have a very inhomogeneous intensity distribu-

tion. This makes those beams highly unattractive for diffrac-

tion studies.

An experimental set-up, in which intensity truncation errors

can be avoided during data collection, appears to be impos-

sible except at synchrotron facilities. The local laboratory

equipment will therefore always produce high-resolution data

sets (0 < s < 1 AÊ ÿ1) with large intensity errors caused by

spectral truncation. These systematic intensity errors can be

eliminated by an a posteriori correction, which combines the

actual beam spectrum with the applied measuring mode. The

beam spectrum contains the �1 and �2 emission lines on the

one hand and a Bremsstrahlung component on the other hand.

For the spectral analysis of a graphite-monochromated Mo K�
beam, we used a spherical Al2O3 crystal; intensity pro®les of

its 603018 re¯ection (s = 1.2 AÊ ÿ1) were employed.

In x4.1, we concentrate our efforts on the characteristic

emission lines of Mo K�. A 3.1� scan along !=2� served to

measure the necessary details. The model description includes:

(i) two Lorentzian distributions for the �1 and the �2 lines;

(ii) a re¯ection width determined by the beam divergence and

the crystal radius. The positional uncertainties affecting the

reproducibility of the pro®le scans are examined in detail.

In x4.2, we examine the white continuum component in the

603018 pro®le. Scans over 21� in ! (or �) provided the

experimental evidence. We modeled the Bremsstrahlung using

a ten-parameter expression.

In x5, we calculate the systematic intensity errors from the

beam spectrum and the scan angle for measurements along the

!=2� scan direction. The results ®t perfectly with those

presented previously (Rousseau et al., 2000) on the relation

between model imperfection and truncation errors in the case

of NiSO4�6H2O. To check the impact of truncation on the

X-ray model, we present an analysis based on simulated data.

Conclusions are drawn in x6.

2. Graphite monochromator: its impact on the
reflection shape

For our experiments we used an Enraf±Nonius CAD4

diffractometer. The details regarding its geometry are shown

in Fig. 1. A sealed tube was used to generate the X-rays, which

were monochromated by a pyrolytic graphite crystal (UCAR-

ZYA) with a mosaicity of 0.4 (1)� FWHM in its rocking curve.

The monochromator dimensions are 12 � 6 � 2 mm. We

analyzed the spectral composition of the monochromated

X-ray beams obtained with ®ne-focus tubes with an Rh, an Mo

and a Cu anode. The monochromator angle �m was set at 5.2�

(Rh K�; 0.61 AÊ ), 6.1� (Mo K�; 0.71 AÊ ) and 13.3� (Cu K�;

1.54 AÊ ). The collimation of the CAD4 equipment prevented,

even at small monochromator angles, the irradiation of the

crystal to be analyzed by X-rays coming directly from the

tube's focus. In each experiment, the detection chain was

adjusted to the relevant photon energies of 20, 17.5 and

8.0 keV. The outcome of a wavelength-dispersive pro®le

analysis depends obviously on the selected setting of the

detector unit. Fortunately, it is easy to measure the response

function of the detector by analyzing the tube spectrum itself.

Details are given in Appendix A.

Spectra were recorded using an Si crystal

(0.4 � 0.4 � 0.4 mm) as an analyzer. The Si mosaicity was

negligible; we measured a pro®le width of 0.02� FWHM in !.

Low- and high-order Si re¯ections were measured in an !=2�
scan mode. This scan direction parallels the wavelength axis.

The width of each pro®le scan was set at 21� in !. This large

scan range allowed us to observe the coherent Bragg re¯ection

superimposed upon the incoherently scattered background.

The background signal itself is not monochromatic in contrast

Figure 1
Relevant dimensions (in mm) of the CAD4 diffractometer.



to the coherent re¯ection pro®le. Within that pro®le, Bragg's

law (2d sin� = �) links the scattering angle directly to the

relevant wavelength. A typical result of the measurements is

shown in Fig. 2.

The Si��13�3� pro®le, observed with Cu K�, begins at � = 37.9�

and ends at a Bragg angle of 39.1�. This corresponds to

wavelength limits of 1.52 and 1.56 AÊ . Consequently, the

monochromated Cu K� beam shows a wavelength dispersion

(�max ÿ �min)=�ave of 0.03. Optical beam tracking suf®ces to

link the instrumental geometry with ��=�. This is illustrated

in Fig. 3. The instrumental geometry, the size of the Si crystal

and the dimensions of the focal spot determine the angular

dispersion ��, which matches the observed value of ��=�. In

this construction, we assume that the monochromator acts as

an X-ray mirror, i.e. the coherent scattering of the mono-

chromator is restricted to its surface. Under these conditions

we ®nd, for the ®ne-focus Cu tube (see Fig. 3), the wavelength

limits of 1.52 and 1.56 AÊ .

As we see in Fig. 2, the re¯ection pro®les for Rh K� and Mo

K� are quite asymmetric. The Mo pro®le of Si��13�3� suggests,

via its Bragg angles (see Fig. 2), values of 0.69 and 0.79 AÊ for

�min and �max. The analogous Rh pro®le leads to wavelength

limits of 0.59 and 0.69 AÊ . Instead of a ��=� value of 0.03

typical for Cu K�, we now ®nd wavelength dispersions of 0.14

and 0.16 for Mo and Rh, respectively. The skewness of the

re¯ection pro®les leads to geometrical mean wavelength

values of 0.74 and 0.64 AÊ , which are 0.03 AÊ larger than the K�
wavelengths of 0.71 and 0.61 AÊ . The asymmetry in the Mo and

Rh pro®les is incompatible with the monochromator mosai-

city. That property causes a symmetric wavelength smearing in

line with the Cu pro®le shown in Fig. 2.

To verify the wavelength assignment within the Mo K�
related Si��13�3� pro®le, we reanalyzed that re¯ection, inserting

metal absorption foils between the Si analyzer and the NaI

detector. The re¯ection pro®les observed with and without a Y

absorption foil are depicted in Fig. 4(a). The absorption edge

at � = 0.728 AÊ is clearly visible. At this point, we observe a

signi®cant shift in the X-ray transmission within the coherent

Bragg re¯ection. The transmission changes from 0.34

(� < �abs) to 0.85 (� > �abs). The coherent, and thus mono-

chromatic, Bragg re¯ection is superimposed upon a poly-

chromatic background. Here the X-ray transmission through

the Y foil is a weighted average between the characteristic K�
emission (0.34) and the white continuum (with a transmission

of 0.85 for � > �abs). This explains the transmission returning

to �0.45 beyond � = 0.79 AÊ , because at this point the Bragg

intensity becomes zero and the pro®le intensity is determined

by the incoherently scattered background. When we replace

the Y foil by a Zr foil (�abs = 0.688 AÊ ), we do not see any

abrupt changes in the foil transmission. Thus, wavelengths

� < 0.688 AÊ are not detectable in the re¯ection pro®le,

whereas � > 0.728 AÊ are easily observed.

Let us assume that the graphite-monochromated Mo K�
beam contains only two wavelengths, viz the characteristic Mo

K� radiation (� = 0.71 AÊ and a Y transmission of 0.34) and a

white-continuum-induced component (� = 0.73 AÊ and a foil

transmission of 0.85). In the absence of a foil, the observed

intensity I = I1 + I2, where I1 is the beam intensity for � =

0.71 AÊ and I2 is the beam intensity for � = 0.73 AÊ . Insertion of

the absorption foil leads to an intensity I 0 = 0.34I1 + 0.85I2.

This enables us to reconstruct an I1 and an I2 pro®le. This is

depicted in Fig. 4(b). About 15% of the background signal is

determined by I2, i.e. � > 0.728 AÊ . The intensities of the I1- and

I2-related parts of the Bragg re¯ection lead to a similar esti-

mate of 12%. This illustrates clearly the importance of the

tube's white continuum as a component in the mono-

chromated Mo K� beam.

At � = 0.35 AÊ , we observe a small, but signi®cant, peak in

the Si��13�3� pro®le. Its height is�1% of the maximum signal in

the Bragg re¯ection. The peak corresponds to Si��13�3� for �=2.

This wavelength is present in the monochromated X-ray beam

as the coherently scattered graphite (004) re¯ection. When we

reduce the tube tension from 50 to 30 kV, the pro®le peak for

�=2 disappears, because the minimum wavelength in the

Bremsstrahlung shifts from 0.248 to 0.413 AÊ .

Accidentally, the Y absorption at � = 0.35 AÊ is equal to the

absorption at � = 0.73 AÊ . This explains why the �=2-deter-

mined maximum disappears in the I1 pro®le and returns fully

in the I2 pro®le.

Traditionally (see e.g. Arndt & Wonacott, 1977), two

elements are used to explain the impact of a crystalline

monochromator, viz (i) the coherent scattering of the mono-

chromator is restricted to its surface, (ii) the Bragg angle is

smeared by the mosaicity of the monochromator.
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Figure 2
The Si��13�3� re¯ection pro®le measured with graphite(002)-monochro-
mated radiation. The relevant Bragg angles � are 14.2, 16.6 and 38.2� for
Rh, Mo and Cu radiation, respectively. For clarity the re¯ection pro®les
are shifted along the intensity axis.

Figure 3
Optical beam tracking links a wavelength dispersion of 0.03 with a beam
divergence �� determined by the size of the crystal and the dimensions of
the focal spot.
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To understand the Mo and the Rh measurement, depicted

in Fig. 2, we have to include the monochromator's X-ray

absorption in our logic. The mass absorption coef®cient �=�
of graphite is 0.460 m2 kgÿ1 for Cu K�; this reduces to 0.0625

and 0.0469 m2 kgÿ1 for Mo K� and Rh K�, respectively. This

decrease in � by an order of magnitude increases the in®nite

thickness of the monochromator. In practice, the in®nite

thickness is taken equal to 6=�. This optical path reduces the

transmitted X-ray intensity to a level smaller than 1% of the

original intensity. This logic is used to calculate e.g. the

required thickness of a � ®lter. The scattering by layers deeper

inside the monochromator causes additional freedom in the

range of available Bragg angles. This is illustrated in Fig. 5.

During the X-ray alignment, one aims at the highest

possible intensity in the monochromated X-ray beam. This

leads to a monochromator position in which the characteristic

radiation is scattered as close to the monochromator surface

as possible yielding a minimum absorption for K�. From Fig. 5,

we learn that this leads to a strong preference for wavelengths

greater than K� in the monochromated beam via re¯ection at

deeper layers. The maximum wavelength of 0.77 AÊ in the

monochromated X-ray beam is de®ned by the 12 mm length of

the monochromator. In our experiments, we used a second

generation of the monochromator device. Here the graphite

crystal is embedded in a metal frame. Therefore, the mono-

chromator length of 12 mm is well de®ned. In addition, the

complications, which were caused by the X-ray transmission

via the side faces of the graphite crystal in the original series of

monochromators, are non-existent in the current models. The

length of the monochromator allows X-rays to arrive at the Si

analyzer after an optical path of slightly over 12 mm through

graphite. This path leads for �'Mo K� to a loss of 70% of the

initial intensity. In the original tube spectrum, the intensity I at

� = 0.77 AÊ is about 3% of the Mo K� intensity when we

operate the X-ray tube at 50 kV (Maes, 1997). In Fig. 2, I at � =

0.77 AÊ is 1% of I(Mo K�). Thus, absorption bridges the gap

between the tube spectrum and its graphite-monochromated

counterpart. The beam-tracking procedure shown in Fig. 5

suggests a ��=� value of 0.09 for a point focus. Smearing via

the size of the focus (we used 0.4� 0.8 mm via a take-off angle

of 6�) and the mosaicity increases �� symmetrically to a

minimum and a maximum wavelength of 0.69 and 0.79 AÊ ,

respectively. During the spectral analysis of the mono-

chromated Mo K� beam, we measured the re¯ection pro®les

with an energy window of 170 V in the detector chain. In an

effort to reduce ��=� we decreased this window from 170 to

25 V. We hoped that this would lead to an increased selectivity

towards the Mo K� photons. The decrease in energy window

reduced the observed intensity to �20% of its original value.

This drop in intensity turned out to be wavelength indepen-

dent. Thus, the wavelength dispersion ��=� in the graphite-

monochromated Mo K� beam was in practice not affected by

the window setting of the detector. The geometrical mean

wavelength in a graphite-monochromated Mo K� beam is

0.74 AÊ . The beam spectrum (see Figs. 2 and 4) shows an

intensity tail favoring � > 0.71 AÊ . As stated above, this

asymmetry in the spectral distribution is connected to the

monochromator alignment, in which a maximum beam

intensity is pursued. By increasing the height of the mono-

chromator, the spectral asymmetry can be reversed. After a

full alignment of the equipment, we increased the mono-

chromator height by 0.15 mm without changing the mono-

chromator angle. The adjustment in the monochromator

height halved the intensity of the Mo K� emission line by

monochromator absorption. The beam spectrum showed an

intensity tail in the direction � < 0.71 AÊ . The presence of these

short wavelengths was veri®ed by the introduction of a Zr foil.

The absorption edge at 0.688 AÊ was clearly visible, but only in

the beam generated with the monochromator in the elevated

Figure 5
The asymmetry in �� is determined by the X-ray absorption of the
monochromator. When the monochromator geometry is tailored to � =
0.71 AÊ , we ®nd a �max value of 0.77 AÊ . This value is dictated by the 12 mm
length of the graphite monochromator.

Figure 4
(a) Si��13�3� re¯ection pro®les observed with graphite(002)-monochro-
mated Mo K� radiation in the presence and in the absence of a Y
absorption foil. The foil transmission changes from 0.34 to 0.85 at the Y
absorption edge (0.728 AÊ ). (b) The original Si��13�3� intensity distribution
divided into its intensity components I1 with � < 0.728 AÊ and I2 with � >
0.728 AÊ .



position. The elevation of the monochromator shifts the

wavelength window �� towards smaller wavelengths; unfor-

tunately, the wavelength dispersion of ��=0.71 AÊ remains

unaffected. In a combination with the Zr foil, it is possible to

reduce ��, because it allows the elimination of I(�) with

� < 0.688 AÊ . The increase in the height of the monochromator

is accompanied by the expense of �50% of I(Mo K�). The

additional use of a Zr foil costs another 50% of the remaining

beam intensity. Therefore, a `monochromatic' experiment on

the equipment in the laboratory is possible when we are

willing to give up �75% of the original beam intensity. For

routine measurements, this is an unattractive proposition. For

monochromatic data, an experiment based on balanced ®lters

or on balanced tubes (Rousseau et al., 2000) should (in our

opinion) be preferred.

The angular divergence of the radiation was reduced on our

instrument by inserting an additional collimator between the

focus and the monochromator. We used a Cu cylinder with a

length of 20 mm and an inner diameter of 0.5 mm, i.e. an

opening with the size of the focus and of the crystal. This

collimator helps to control ��=� via a limitation in the scat-

tering volume of the monochromator. The Mo K� beam

intensity was reduced to 30% of its uncollimated value. The

wavelength dispersion decreased from 0.14 to 0.09, which is

still unattractively large. Further investigations were not

performed in view of the poor cost-to-bene®t ratio.

3. Si(111) monochromator

The wavelength dispersions of 0.03, 0.14 and 0.16 for the

monochromated Cu K�, Mo K� and Rh K� beams are

determined by the X-ray absorption properties of the graphite

monochromator. The best ��=� value of 0.03 is connected to

the largest value for �. When we replace the graphite mono-

chromator by a silicon crystal, the relevant mass absorption

coef®cients increase by one order of magnitude. For Cu, Mo

and Rh, we obtain �=� values of 6.06, 0.644 and 0.425 m2 kgÿ1.

Since �(graphite) = 2.267 Mg mÿ3 is almost equal to �(Si) =

2.329 Mg mÿ3, �(graphite; Cu K�) ' �(Si; Rh K�) and

therefore a ��=� value of 0.03 can be expected for (Si, Rh

K�).

The Si��13�3� pro®les observed with an Si(111)-mono-

chromated X-ray beam are shown in Fig. 6. The mono-

chromator angles �m were 14.2, 6.5 and 5.6� for Cu, Mo and

Rh, respectively. Therefore, �m(Si) is almost equal to

�m(graphite). In all three pro®les, we ®nd an experimental

value for ��=� of 0.03. This value agrees well with the beam

tracking model illustrated in Fig. 3.

In general, the spectral quality of the Si(111)-mono-

chromated X-ray beams has to be preferred over the standard

beams obtained via graphite(002). The latter approach results

in quite asymmetric re¯ection pro®les with a wavelength

dispersion of 0.14 for Mo K�. This reduces to 0.03 for the

combination Si=Mo K� with the additional advantage that this

spectral pro®le (see Fig. 6) is symmetric around Mo K�. This is

the positive consequence of increased monochromator

absorption. The negative side is the reduction in the intensity

of the monochromated X-ray beam. For Mo, the intensity

decreases by one order of magnitude. This is easily under-

stood, because the increase in � lowers the scattering volume

of the monochromator by its impact on the in®nite thickness.

The practical absence of mosaicity in the Si monochromator

creates, unfortunately, an inhomogeneous intensity distribu-

tion in the monochromated X-ray beam. We measured the

intensity distribution in that beam by placing a metal plate

with a small hole of 25 mm at the position normally occupied

by the crystal on the diffractometer. The hole could be shifted

in the plane of the detector and perpendicular to it. Parallel to

the rotation axis of the monochromator, i.e. in the plane of the

CAD4 detector movement, we observed a homogeneous

X-ray intensity over a range that exceeds the 0.8 mm length of

the focal spot as determined by the 8 mm length of the ®la-

ment and the take-off angle of 6� for the X-ray tube.

Perpendicular to the detector plane, i.e. along the direction

of the wavelength dispersion in the monochromator re¯ection,

we measured strong intensity variations. Three observed

intensity pro®les are summarized in Fig. 7. A ®ne-focus Mo

tube produces, along the monochromator-induced dispersion

axis, a homogeneous beam intensity over a range of � 0.8 mm

Acta Cryst. (2001). A57, 629±641 Lenstra et al. � Systematic intensity errors 633
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Figure 6
The intensity pro®les of Si��13�3� measured with Si(111)-monochromated
radiation. The re¯ection pro®les for Rh, Mo and Cu have been shifted
along the intensity axis for clarity. The relevant � values are 14.2, 16.6 and
38.2� for Rh, Mo and Cu, respectively. The width of 2� for the Si��13�3�
re¯ection is practically wavelength independent.

Figure 7
The intensity distribution along the instrumental Z axis, i.e. along the
direction of the wavelength dispersion in the monochromator re¯ection.
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provided that we use the graphite monochromator. In the

absence of mosaicity, the beam diameter shrinks considerably

to a size of less than 0.6 mm. Within that beam, we ®nd two

intensity maxima. They are separated by 0.4 mm, which equals

the diameter of the tube's ®lament. The intensity distribution

itself is practically equal to the mass projection of the ®lament

on the tube's anode. In the absence of mosaicity, the initial

intensity distribution emitted by the tube's focus is preserved.

The asymmetry between the upper and lower halves of the

intensity pro®le is related to the �1ÿ�2 splitting. This is illu-

strated in Fig. 8, where we examine the intensity pro®le of the

Si(000016) re¯ection observed with Rh K� radiation mono-

chromated with Si(111). The re¯ection is centered at 1.47 AÊ ÿ1.

The upper part of the X-ray beam (i.e. the positive displace-

ments along Z in Fig. 7) produces the expected �1:�2 intensity

ratio of 2:1. Using the bottom half of the same X-ray beam, we

®nd a value of 10 for �1=�2. Note that in both cases I(�1) shows

the same intensity. This observation was made with an

instrumental geometry that was acceptable for the instru-

mental alignment routine.

To measure re¯ection intensities with an inhomogeneous

intensity distribution in the X-ray beam is not sensible. To

improve this aspect of the beam quality, we repeated our

analysis with a broad-focus Mo tube. Its ®lament size was 2 �
12 mm. Owing to the increased ®lament diameter, we arrive at

an almost homogeneous beam (see Fig. 7). However, this does

not make the broad-focus tube an attractive diffraction tool.

The increase in the focal spot (2 � 1.2 mm) leads to an

increase in the beam divergence �� which leads automatically

to a larger wavelength dispersion. This is illustrated in Fig. 9.

The ®ne-focus tube (focal spot 0.4 � 0.8 mm) leads to a ��=�
value of 0.03, which increases to 0.09 for the broad-focus tube.

In order to speed up data collection, high-intensity X-ray

beams are necessary. Such beams can be produced in the home

laboratory with a rotating-anode device. A maximum beam

intensity requires the use of a large ®lament. Our ��=�
analysis explains that the expected pro®t in time is easily

cancelled out by the increase in the size of each re¯ection. For

a point detector, the scan range per re¯ection is given by

�a0 � ���=���360=2�� tan ���. At � = 45�, this leads to a scan

angle of (a0 � 1.72)� for the combination ®ne-focus Mo-tube/

Si-monochromator. This scan range expands to (a0 � 5.73)�

when we use a broad-focus Mo tube with the same mono-

chromator.

4. Modeling the beam spectrum

The CAD4 diffractometer has a perpendicular mono-

chromator geometry and as a consequence the re¯ecting net

planes of the analyzer crystal are positioned perpendicular to

the net planes of the monochromator. This has the advantage

that the spectral dispersion �� is symmetric around � = 0�

(Blessing, 1987; Ryan, 1986).

To analyze the beam spectrum, we decided to use a spheri-

cal crystal. Such crystals of �-corundum (Al2O3; space group

R�3c; a = 4.761, c = 12.996 AÊ ) with a diameter of 0.300 (3) mm

have been distributed by Enraf±Nonius as a follow-up of the

ruby spheres distributed by the National Research Council of

Canada during the IUCr meeting in Ottawa in 1981. The small

mosaicity minimized the effects of wavelength smearing in the

Bragg re¯ections to be used in our wavelength-dispersive

measurements. For our spectral analysis, we selected the 603018

re¯ection, which we measured with a graphite-mono-

chromated Mo K� beam. With ��=� = 0.14, the required

angular width in the pro®le scan is equal to (a0 + 8.02 tan�)�.
For the selected re¯ection at 1.2 AÊ ÿ1, an !=2� scan over 21�

shows a clear �1, �2 split. However, only a very limited number

of steps in the total pro®le provides information on the Mo K�
doublet. In a previous analysis (Rousseau et al., 2000), we used

this information to summarize the characteristic emission lines

in two Lorentzian expressions. We found 0.00227 and

0.00089 AÊ for the FWHM of �1 and �2. The correct values are

0.00029 and 0.00032 AÊ (Compton & Allison, 1935).

To obtain an adequate description of the Mo K� emission

lines we decided to measure the 603018 pro®le in two steps, viz:

(i) a limited scan width of 3.1� was used to zoom in on the

emission lines; during the data collection, � was taken equal to

Figure 9
The Si(000012) re¯ection pro®les illustrate the increase in wavelength
dispersion when an Mo ®ne-focus tube is replaced by an Mo broad-focus
tube. The different behavior in the background intensity is caused by
radiation leaking away from the monochromator in the experiment with
the Mo ®ne-focus tube.

Figure 8
The Si(000016) re¯ection measured with Si(111)-monochromated Rh K�
radiation. Note the difference in the intensity patterns observed using
selectively the lower and the upper halves of the monochromated X-ray
beam.



(�1 + �2)=2; (ii) a 21� wide-angle scan was employed to

measure the complete re¯ection pro®le with its width of�14�.
These data were measured on the CAD4 using a wavelength �
set at 0.75 AÊ during the measurement. This value was selected

because it is close to the geometrical average in the ��
window in the monochromated Mo beam.

4.1. The characteristic lines

The intensity distribution typical for the characteristic

emission lines was modeled using a Lorentzian expression,

I��� � I��1� 1� 4
��ÿ �1�2

a2
1

� �ÿ1

� I��2� 1� 4
��ÿ �2�2

a2
2

� �ÿ1

;

in which �1 and �2 are the wavelengths 0.70926 and 0.71354 AÊ

of the Mo K� doublet. The widths of these peaks are repre-

sented by a1 and a2. Of course, the observed re¯ection pro®le

(see Fig. 10) contains a broadened image of those sharp

Lorentz peaks. The peak broadening is the logical conse-

quence of the size of the analyzing Al2O3 crystal. We included

its mean radius � in our calculations. The intensity distribu-

tion in the crystal image at the detector is given by (�2 ÿ x2),

in which x is a displacement away from the crystal center.

When we measure the displacement x along �, it is clear that

the crystal radius can be expressed in terms of �.

This leads to

f ��� �
Z��

ÿ�

��2 ÿ x2� dx

1� 4���ÿ ����=a�2:

With � � 2���ÿ ����=a� and x � �av=2� ÿ ��ÿ ��, this

expression becomes

f ��� � a

2

Z2��ÿ����=a

2��ÿ�ÿ��=a

n
��2 � �a2=4� ÿ �� ÿ ��2� � va�� ÿ ��

ÿ �1 � v2��a2=4�
o
�1 � v2�ÿ1 dv:

This can be rewritten as a sum of three integrals, f(�) = f1(�) +

f2(�) + f3(�).

These can be evaluated separately.

f1��� �
a��2 � �a2=4� ÿ ��ÿ ��2�

2

Z2��ÿ����=a

2��ÿ�ÿ��=a

dv

1� v2

� a��2 � �a2=4� ÿ ��ÿ ��2�
2

n
arctan�2 �ÿ ���� �=a�

ÿ arctan 2 �ÿ �ÿ�� �=a� �
o
;

f2��� � a2 ��ÿ ��
2

Z2��ÿ����=a

2��ÿ�ÿ��=a

v dv

1� v2

� a2��ÿ ��
4

Z2��ÿ����=a

2��ÿ�ÿ��=a

d�1� v2�
1� v2

� a2��ÿ ��
4

ln 1� 4 �ÿ ���� �=a� �2� 	ÿ
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;

f3��� � �
a3

8

Z2��ÿ����=a

2��ÿ�ÿ��=a

ÿ�1� v2� dv

1� v2

� a3

8

Z2��ÿ����=a

2��ÿ�ÿ��=a

ÿdv � ÿa2�

2
:

These equations enable us to re®ne the mean crystal radius �
during the pro®le optimization.

The reference pro®le used in the ®tting routine is itself an

average over 100 individual pro®le scans. This makes it

possible to calculate for each step i within that pro®le an

experimental uncertainty s2
i and an average hIii. In a Poisson

distribution, variance and average have the same numerical

value. As indicated in Fig. 10, the ratio of s2
i =hIii is practically

equal to 1 at all points in the spectral distribution where dI=d�
is close to zero. This error distribution cannot be attributed to

electrical instabilities with their direct impact on the X-ray

intensity. If these were important, we would have seen

different values for s2
i =hIii at the �1ÿ�2 maxima compared to

the values in the low-intensity regions. The main determinant

for the error distribution is the ¯uctuation in the instrumental

position during the scan. We decided to include the angular

uncertainties by the introduction of a Gaussian function in our

model spectrum. This introduces a convolution integral, which

was evaluated via a series expansion. We have (Abramowitz &

Stegun, 1968)
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Figure 10
The �1 ÿ �2 related pro®le of the Al2O3 re¯ection 603018 at s = 1.2 AÊ ÿ1.
We include its error distribution s2

i =Ii caused by positional uncertainties.
A Monte Carlo simulation with an angular error of 0.0035� reproduces
the observed positional errors.
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R�1
ÿ1

exp�ÿx2� f �x� dx �Pn
i�1

wi f �xi� � Rn

with

wi �
2nÿ1n!�1=2

n2�Hnÿ1�xi��2
; Hn�xi� � 0

and

Rn �
n!�1=2

2n�2n�! f �2n���� �ÿ1 < � < �1�:

Hn is the nth-order Hermite polynomial

The parameters (�1, �2, a1, a2, �) were obtained by least-

squares ®tting of the model pro®le to the observed one. The R

value, de®ned as [�(IobsÿImodel)
2=�Iobs]

1=2, converged at

0.007.

The re®ned values for �1 and �2 were 0.7084 and 0.7127 AÊ .

These numbers underestimate the tabulated values by

0.0009 AÊ . This discrepancy points to a systematic error. The

wavelength axis in the observed pro®le is slightly shifted

compared to the ideal axis through, most likely, a small inac-

curacy in the experimental Al2O3 cell dimensions. The calcu-

lated a1 and a2 values indicate a FWHM of 0.00029 and

0.00033 AÊ for �1 and �2, respectively. These numbers are very

close to the widths reported by Compton & Allison (1935).

This shows that our model does indeed provide a proper

description of the Mo K� emission lines.

The mean radius � of the analyzer crystal was also opti-

mized. On the internal � scale assigned to the re¯ection

pro®le, we arrived at a value of 0.00088 AÊ . In the scan over

3.1� in ! (or �), we covered a total wavelength window of

0.0245 AÊ . Thus, the radius of the crystal image projected by

the X-ray beam on the detector has an angular width of 0.11�

in �. Given the 208 mm distance (Fig. 1) between the detector

and the crystal position at the rotation axis, we calculated a

crystal radius of 0.40 mm, i.e. the crystal image is about three

times larger than the crystal itself. This discrepancy is easily

accommodated via the beam divergence. We ®nd a beam

divergence of 0.09� as a result of the focal spot of 0.4 mm and

the crystal radius of 0.15 mm. This leads at the detector to an

expected crystal image with 0.47 mm radius. We ®nd the

agreement between observed and expected crystal size

acceptable.

The Gaussian element in the pro®le description yields an

s.u. value of 0.00014 AÊ , which corresponds to an angular

uncertainty of 0.018�. We incorporated this � value in a Monte

Carlo simulation of pro®le scans. The resulting series of s2=I

values does not match the experimental values. The latter are

much smaller than the former. This means that the real

instrumental error has to be signi®cantly smaller than 0.018�.
Previous studies (Lenstra et al., 1992) pointed at s.u. values of

0.003�. This value was veri®ed using our Al2O3 pro®le scans.

The angular s.u. margins were estimated by examining the

distribution in the centers of gravity calculated for each scan.

Intensities integrated over the applied scan angle are not

affected by the angular error of 0.003�. This explains why

counting statistics holds much better for the integrated

measurements than for each step within the step/scan

measurement.

Nevertheless, we have in Fig. 10 a situation in which �s2
i

exceeds by far �hIii. This mismatch between the integrated

intensity �hIii and its uncertainty, (s.u.)2 = �s2
i , is caused by

displacements of the peak pro®le within the scan window. The

peak shift of 0.003� corresponds to 10% of the size of each

step in the re¯ection scan. A peak displacement generates

unavoidably related errors to be found at both sides of the

true peak position. Therefore, �s2
i exceeds the counting

statistical error for the integrated intensity hIi. The observed

s.u. of 0.003� is the result of mechanical tolerance and

instrumental friction. They come into play due to the design of

the diffractometer. The rotations around ! and 2� share the

same axis. Mechanical tolerance is needed to accommodate

independent movement of ! and 2�. Unfortunately, a rotation

of the detector arm (2�) will introduce a small ! error as a

result of friction. As shown previously by analyzing re¯ection

pro®les combining a positive and a negative scan direction

(Lenstra et al., 1992), the random error s.u., caused by friction,

can become a systematic one. In such scans, the position

difference between the centers of gravity reveals the

systematic discrepancy caused by the fastest moving motor on

the position controlled by the slave motor.

We introduced angular s.u. values of 0.0033 and 0.0039� in

our Monte Carlo simulation. We ®nd simulated uncertainties

(s.u.)2 that are practically equal to the observed s2
i values. The

results of these simulations are included in Fig. 10.

We veri®ed the robustness of our model for the �1ÿ�2

spectrum using a second series of Al2O3 603018 pro®le

measurements. The data were collected with a tube voltage of

25 kV instead of the previously used value of 50 kV. Vtube

controls the intensity ratio I(characteristic emission)=I(white

continuum). At 25 kV, the Mo K� doublet is, on a relative

scale, less dominant in the total beam intensity than at 50 kV

(see x4.2 on the white continuum).

Nevertheless, we ®nd no changes in the values of the opti-

mized parameters for a1, a2, � and �(Gauss).

4.2. White continuum

We measured the full spectrum of a graphite-mono-

chromated Mo K� beam using the re¯ection 603018 of Al2O3.

Its pro®le was measured in an !=2� scan mode over an angular

range of 21� in ! (or �). The center of each pro®le measure-

ment was de®ned by � = 0.75 AÊ . The pro®le scans were made

using tube voltages of 50 and 25 kV. The variation in tube

voltage makes it possible to separate the beam spectrum in the

form of a coherent Bragg re¯ection from the local background

intensity. The latter is polychromatic. The observed re¯ection

pro®les and the ratio I(25 kV)=I(50 kV) are shown in Fig. 11.

A shift in Vtube allows us to identify all three components,

present in each pro®le. We have:

(i) The characteristic radiation. The �1, �2 intensity is

proportional to (Vtube ÿ Vexc)
1.6 with Vexc = 20 kV, the exci-

tation voltage of the Mo tube. Therefore, we expect for the



ratio I(� | 25 kV)=I(� | 50 kV) a value of �0.06. This value

corresponds well with the experimental result shown in Fig. 11.

(ii) The white continuum. The intensity I(�; Brems-

strahlung) varies with (VtubeÿV�). For a wavelength � '
0.73 AÊ , we have V� = 12.398=0.73 kV = 17 kV. Consequently,

the variation in Vtube should lead to a value of 0.24 for

I(� | 25 kV)=I(� |50 kV). We ®nd that value close to � = 0.73 AÊ

in Fig. 11. Moving away from that point in the re¯ection

pro®le, the intensity ratio decreases slowly to 0.09. This

reduction is linked to the decrease in the elastic Bragg

intensity, and it re¯ects the growing impact of the polychro-

matic background signal on I(25 kV)=I(50 kV).

(iii) The background. Its response to a change in the tube

voltage is determined by a weighted average over the beha-

viour of �1, �2 and of the white continuum. The typical value

of the intensity ratio for the background is 0.09. This points to

an incident X-ray beam with 13% intensity obtained from the

tube's Bremsstrahlung and 87% intensity coming from the

characteristic emission of the X-ray tube. This matches the

result given in x2, where those percentages were obtained with

the help of the X-ray transmission through a Y foil.

The intensity ratio of 0.09 in Fig. 11 identi®es on both sides

of the 603018 re¯ection the local background. The beam spectra

at 50 and 25 kV were inferred from the observed pro®les

employing a linear background interpolation. The 50 kV beam

spectrum is presented in Fig. 12.

For the �1 and �2 emission lines, the model de®ned in x4.1

was used. Slightly different values for the wavelengths �1 and

�2 and their intensities I(�1) and I(�2) were obtained due to

the difference in the scan speed and in the mean wavelength

(0.75 versus 0.71 AÊ ) used. We expressed the spectral distri-

bution of the white continuum as

I��� �P6

i�0

ai�
i � a7=�1� 4��ÿ �w�2=a2

w�:

The ®nal parameter values are summarized in Table 1. The

r.m.s. residual values converged at 0.002 and 0.004 for the data

measured at 50 and 25 kV, respectively. The reduction in tube

voltage reduces the integrated �1 and �2 intensity from 152394

to 8166 counts. This variation matches our expectation based

on (Vtube ÿ 20)1.6. The expected shift in the intensity of the

white continuum is a reduction by 1=4. Our model produces a

change from 14975 to 4939 counts, i.e. a reduction by 1=3. We

believe that the discrepancy is linked to the complex issue of

separating the monochromatic Bragg signal from the poly-

chromatic background. The applied linear background inter-

polation is an oversimpli®cation. The use of a background

model such as described by Maes et al. (1998) should be

advantageous. The same numbers show that the white con-

tinuum contribution to the total beam intensity is about 10%

at 50 kV and it increases to 38% at 25 kV. The former number

con®rms the earlier estimates.

5. Systematic intensity errors caused by spectral
truncation

In the preceding section, we determined a model describing

the spectrum in the X-ray beam to be used in a diffraction

analysis. This spectral model is used to reconstruct the

re¯ection pro®le as a function of the scattering angle �. This

pro®le characterizes a re¯ection observed along the !=2�
scan direction. The background±peak±background routine is

applied to calculate the net intensity.
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Table 1
Optimized spectral parameters.

25 kV 50 kV

a0² ÿ221 ÿ1120
a1² 892 4535
a2² ÿ1998 ÿ10 187
a3² 2679 13 712
a4² ÿ2153 ÿ11 060
a5² 959 4950
a6² ÿ183 ÿ949
a7 469.5 1654.0
I(�1) 28 053.7 522 993.2
I(�2) 16 399.8 307 154.2
�1 0.709365 0.709123
�2 0.713641 0.713397
aw 0.025924 0.024270
�w 0.716748 0.716370

² Parameters of the polynomial are multiplied by 10ÿ6.

Figure 11
Identi®cation of the characteristic radiation, the Bremsstrahlung and the
incoherent background in the Al2O3 603018 re¯ection scan via the
intensity ratio I(� | 25 kV)=I(� | 50 kV).

Figure 12
Observed and calculated intensity pro®les of the 603018 re¯ection of
Al2O3. The calculated pro®le is the sum of a characteristic and a
Bremsstrahlung component.
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The calculated re¯ection pro®le is adapted to a step-scan

measurement. Each pro®le contains 96 steps measured along

the !=2� scan direction. The center of each scan is calculated

using Bragg's law, 2d sin� = �. In our pro®le analysis, � =

(�1 � �2)=2, i.e. the computational model uses the same

wavelength as the experimental data collection (Enraf±

Nonius, 1994). The scan width is de®ned by (a � b tan�)� �
1.5. A uniform scan speed is employed. The integrated

intensity over the central 64 steps represents the raw intensity

R. The ®rst and the last 16 steps are attributed to the local

background B. This leads to a net intensity given by I =

R ÿ 2B.

In our model calculations, the background is absent, and

thus a non-zero background points to the presence of a signal

outside the central part of the scan. In an !=2� scan mode, the

spectral truncation error is visible twice, viz (i) the raw

intensity underestimates the real intensity, and (ii) the local

background overestimates the real background.

In Fig. 13(a), we show the result of our analysis for a scan

width of (1.3 + 0.4 tan�)�. The calculations are made for the

monochromated Mo K� beams generated with tube tensions

of 50 and 25 kV. To complete our analysis, we omitted the

�1 ÿ �2 characteristic lines in the re¯ection shapes. This

mimics the experiments in which a graphite monochromator is

used to create an incident X-ray beam from the tube's white

continuum only.

Fig. 13(a) is an almost perfect replica of Fig. 3 in a previous

publication (Rousseau et al., 2000). Consequently, our accu-

rate analysis leads to an identical result, viz the truncation-

error-induced bias in B (= 8�2U) of 0.05 and 0.22 AÊ 2 for tube

tensions of 50 and 25 kV, respectively. These values are in line

with the slopes of ln(Inet=Itrue) in Fig. 13(a). This model bias

has been con®rmed experimentally in the above-mentioned

publication.

In this paper, we con®ne ourselves to a series of simulated

experiments. A single molecule of oxalic acid was placed in a

5 � 5 � 5 AÊ unit cell. The space group was P�1. Theoretical

re¯ection intensities were calculated up to 1 AÊ ÿ1 assuming a

rigid structure (B = 0 AÊ 2) containing spherical atoms only.

In a ®rst analysis, we used these intensities to re®ne the

structure of oxalic acid. Re¯ections were weighted assuming

�2(I) = I. The optimized structure model was in keeping with

the original structure. The model was also robust, i.e. param-

eter values did not show any signi®cant shift when we looked

at models based on low-order (LO) data with s < 0.7 AÊ ÿ1,

high-order (HO) data with 0.7 < s < 1.0 AÊ ÿ1 and full-angle

(FA) data (s < 1.0 AÊ ÿ1). Here s = sin �=�.

We then introduced the truncation error typical for a scan

angle of (1.3 + 0.4 tan�)� and a tube tension of 50 kV. The

results are shown in Table 2. We now ®nd signi®cant differ-

ences in the average Beq values in the structure models (see

Table 2). Thus �B (truncation) is in line with the above-

mentioned value of 0.05 AÊ 2. Since the three re®nement

scenarios lead to signi®cant discrepancies between the values

Table 2
The least-squares results of the re®nements (on |F |) for oxalic acid.

FA model: 1158 re¯ections. LO model: 414 re¯ections. HO model: 744 re¯ections. N variables: 13 (x, y, z, Biso per atom and the scale factor).

Truncated

50 kV 25 kV

FA LO HO FA LO HO Untruncated

hBi 0.0419 (5) 0.045 (1) 0.0314 (4) 0.1436 (6) 0.201 (2) 0.1168 (5) 0.00
Scale 0.164 (1) 0.163 (1) 0.165 (1) 0.183 (1) 0.179 (1) 0.186 (1) 0.158
R1 0.006 0.004 0.005 0.011 0.010 0.006 0.004
Rw 0.016 0.011 0.013 0.019 0.014 0.014 0.004
S 3.12 2.23 2.52 3.56 2.84 2.67 0.23

Figure 13
(a) The intensity truncation error as a function of the monochromaticity
of the crystallographic X-ray beam obtained via a graphite monochro-
mator. (b) The variation in the spectral truncation error as a function of
the applied scan angle.



for B(model), the structure model lacks robustness due to

spectral truncation.

The differences in B values become much larger when we

introduce the truncation error typical for a tube tension of

25 kV. This choice results in B values shown in Table 2 for the

FA, HO and LO models. It is clear that B(LO) is almost twice

B(HO). This is exactly the opposite of that expected based on

the treatment of truncation errors presented by Denne (1977).

Relevant information on the least-squares results is included

in Table 2. The variation in the scale-factor values is clearly

visible in the 25 kV model calculations. Owing to the trunca-

tion error, we see that the LO data are �8% more intense

than the HO data. The remaining part of the truncation error

is visible in the discrepancy between B(HO) and B(LO).

These model differences are in our opinion representative

of the discrepancies often seen between HO and LO models

while working on a study in deformation densities. The above-

mentioned example makes it clear that those differences can

be understood without any references to TDS effects or non-

spherical electron densities.

The calculations with a monochromated white continuum

beam result for 25 and 50 kV in different curves in Fig. 13(a).

The 25 kV measurement shows the largest truncation errors.

This is easily understood. In the white continuum, the intensity

at � = 0.71 AÊ is proportional to (Vtube ÿ 17.5), whereas I(� =

0.79 AÊ ) is proportional to (Vtube ÿ 15.7). Thus a reduction in

tube voltage from 50 to 25 kV causes an asymmetric reduction

in intensity. At � = 0.71 AÊ , we ®nd the largest reduction, viz

from 1.0 to 0.23. At � = 0.79 AÊ , the intensity decreases less, viz

from 1.0 to 0.27. At higher � values I(0.79 AÊ ) is an element in

the local background. This explains the increase in spectral

truncation error as depicted in Fig. 13(a).

In Fig. 13(b), we depict the truncation error for measure-

ments made with a tube tension of 50 kV using different scan

widths (a + b tan�)�. Routine values for b are smaller than 1.0.

For these scan ranges, we see the intensity truncation error

starting at � = 5�. The truncation error increases rapidly to 4%,

which is reached at � = 15�. Above � = 15�, we see an almost

linear decrease in the intensity Iobserved. Truncation errors of

10% are observed at � = 45� (b = 0.25) and � = 50� (b = 0.5)

6. Conclusions

The graphite monochromator with its mosaicity of 0.4 (1)�

FWHM produces an X-ray beam with an almost homogeneous

intensity distribution. This property makes the mono-

chromated X-ray beam an attractive tool for X-ray diffrac-

tometry. Unfortunately, beam homogeneity is necessary, but

not suf®cient. Monochromaticity of the radiation in the beam

is another requirement. For a graphite monochromator, the

wavelength dispersion in the re¯ected X-ray beam depends

heavily on the selected X-ray wavelength. The latter deter-

mines the X-ray absorption by the monochromator. � varies

with �3 and � controls the in®nite thickness of the mono-

chromator. This element links the observed wavelength

dispersion of 0.03 for a Cu K� beam with the ��=� value of

0.14 for a Mo K� beam. The latter value illustrates the poor

performance of the monochromator. In the old days, accurate

experiments involved the balanced ®lter technique. An Mo

tube was combined with a Zr and a Y foil with �abs values of

0.688 and 0.728 AÊ , respectively. This led to intensity data

based on a wavelength dispersion of 0.056. This suf®ces to

show that the introduction of a monochromator is not

necessarily a blessing.

The replacement of graphite(002) by Si(111) leads to

monochromated X-ray beams with a wavelength dispersion of

0.03. For accurate analyses on small molecules, e.g. for a

deformation study, this is acceptable, because it allows one to

measure re¯ection intensities in the absence of spectral trun-

cation errors. The increased monochromator absorption

decreases its scattering volume and thus it reduces the overall

intensity of the monochromated X-ray beam. The shift from

graphite to silicon is at the expense of �90% of the intensity.

In addition, the Si(111)-monochromated X-ray beam is

unattractive for a diffraction study, because the intensity

distribution in the re¯ected X-ray beam is very inhomoge-

neous. The intensity pattern re¯ects the mass projection of the

tube's ®lament on the anode. This intensity distribution at the

focal spot is preserved in the X-ray beam due to the lack of

mosaicity in the Si monochromator. Beam homogeneity can

be improved by using larger foci. Unfortunately, this dete-

riorates ��=� via the beam divergence, which is determined

by the size of the focus and the dimensions of the crystal to be

analyzed.

Eliminating intensity errors caused by spectral truncation is

from an experimental point of view clearly problematic. Beam

homogeneity requires graphite instead of Si and thus every

experiment with short wavelengths (e.g. � < 1 AÊ ) is hampered

by systematic intensity truncation errors. We decided to

correct those errors after the practical data collection itself

had ®nished. This requires detailed knowledge regarding the

spectrum of the radiation used in the diffraction experiment.

In combination with the applied scan angle [a + (��=�)

�(360=2�) tan�]� and for data measured along the !=2�
direction, i.e. a direction which parallels the wavelength axis,

an intensity correction can be calculated and applied on the

observed data set.

A complete beam spectrum was obtained by analyzing on

the CAD4 diffractometer a high-order re¯ection of Al2O3

using a wavelength-dispersive measurement. The curve for

Mo K� (50 kV) in Fig. 13(a) was used to eliminate the spectral

truncation errors present in the CAD4 inferred data set of

NiSO4�6H2O. The optimized Beq values of the non-H atoms

increased by 0.04 AÊ 2. Thus, their untruncated values became

practically equal to the Beq values calculated using synchro-

tron data (Rousseau et al., 2000).

The changes in the X-ray structure model caused by spectral

truncation errors were analyzed using simulated experi-

ments. When we compare the models re®ned using truncated

and untruncated intensity data, we ®nd B(truncated) >

B(untruncated). The discrepancy between the two B values

increases with the size of the truncation error.

Even in the absence of multiple data sets, it is possible to

identify the presence of truncated data. HO and LO data lead
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in the re®nement to differences in the X-ray models. We ®nd

B(HO) < B(LO). This is in line with our experience. We also

®nd a shift in scale factors. They show that I(LO) is more

intense than I(HO). Thus the intensity loss caused by trun-

cation is partly incorporated in the scale factor and partly in

the ADPs. To analyze the spectral truncation errors, we used

point-detector equipment. In collaboration with Utrecht

University (Laboratorium voor Kristal en Structuurchemie),

we performed some experiments using a CCD area detector.

We found analogous model inconsistencies, i.e. variations in

Beq and scale factors. The model changes, caused by a varia-

tion in tube voltage only, were observed again. The lack of

monochromaticity does affect the measurements made with a

point detector. The intensity measurement via an area

detector appears to be equally vulnerable.

APPENDIX A
Detector unit and its response function

Before we tackled the issue of monochromator-de®ned X-ray

beams, it was necessary to look at the original tube spectra.

For brevity, we con®ne ourselves to the measurements with a

®ne-focus Rh tube operated at 50 kV. This tube voltage

de®nes the minimum X-ray wavelength in the tube spectrum

via � = hc=eV, which reduces to 12 398=V for a wavelength in

AÊ . The pulse amplitude discrimination of the NaI detector unit

was adjusted to the Rh K� radiation using the instructions

given in the CAD4 manual (Schagen et al., 1988). Window

setting and high-voltage ampli®cation were kept constant

during the spectral analysis. The re¯ections �13�3 and �26�6 of the

Si analyzer were both measured over 21� along the !=2� scan

direction. Given the Si symmetry, I(�26�6) is a zero intensity. Its

pro®le was measured because it represents the �13�3 re¯ection

for � > 1.1 AÊ . The observed intensity pro®le is depicted in

Fig. 14. Here, � is calculated from � using Bragg's law. The K�
and K� emission lines are clearly visible at 0.6147 and

0.5465 AÊ . The intensity ratio Rh-K�=Rh-K� is 0.18, which

corresponds well with the tabulated value of 0.19. The inten-

sities of the emission lines are superimposed upon the white

continuum. Fig. 14 shows that the Bremsstrahlung reaches a

maximum intensity at 0.615 AÊ . This observation is an artifact,

but it is the logical consequence of the detector setting.

Theoretical spectra of X-ray tubes can be calculated (Pella

et al., 1985; Ebel et al., 1989). For the white continuum we have

Kramer's rule, i.e. the intensity I as a function of � is

proportional to (Vtube ± 12398=�). Thus, I(�) varies linearly

with �. The `parabolic' intensity patterns around Rh K� in the

observed spectrum (see Fig. 14) represent clearly a deformed

picture of the real spectrum.

The deviation from linearity is caused by the response

function of the detector with its ®xed setting. The � range, in

which this response function is unequal to zero, could be

determined with an Mo foil (�abs = 0.6198 AÊ ). We inserted

such a foil of thickness 0.02 mm just after the collimator, i.e.

between the X-ray tube and the Si analyzer. The experimental

transmission of X-rays through the foil is included in Fig. 14.

The theoretical transmission as a function of � was calculated

using Victoreen's expression for the mass absorption coef®-

cient (International Tables for X-ray Crystallography, 1968).

We used �=� = C�3 ÿ D�4. The constants C and D are

tabulated per element and their values change abruptly at the

absorption edge. Only for the experimental data with 0.4 < � <

1.0 AÊ do we ®nd a reasonable agreement between the theor-

etical and the practical X-ray transmissions. Only this limited

part of the total pro®le shows Bragg scattering because the

relation between � and � holds. Outside this � window, we

observe an almost constant transmission of 0.4. This value

apparently identi®es the incoherent background signal with its

wavelength distribution that is determined by the original tube

spectrum. Thus with the Rh K� (photon energy of 20 keV)

optimized detector setting, we observe a non-zero response

from the detector for photon energies between 12 and 32 keV.

Energy discrimination is clearly a weak point in the NaI

detector entity. For the graphite-monochromated beam of Rh

K�, we have an energy window of 3 keV (see x2) in the beam

compared to the detector-determined energy opening of

20 keV. This makes energy discrimination by the detector

setting practically impossible while working with `mono-

chromated' X-ray beams.

At the Rh absorption edge (�abs = 0.543 AÊ ), we see in Fig.

14 a discontinuity in the Bremsstrahlung intensity. In the

absence of Rh absorption, we expect an almost equal intensity

for wavelengths at both sides of the Rh absorption edge. The

results in Fig. 14 suggest an intensity transmission of 0.3 just

before the absorption edge. This X-ray transmission points to

an optical path of 30 mm for the X-ray photons in the Rh

anode. This path of 0.03 mm corresponds via the take-off

angle of 6� to a photon production at a depth of 3 mm in the

anode. This distance is apparently the average penetration

depth of the 50 kV electrons in the anode.
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